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Avrupa Birligi Yapay Zeka Tiiziigii Cercevesinde isin ve
syerinin Yonetiminde Yapay Zeka Sistemleri Kullanimi

0z

Bu calismada, Avrupa Birligi Yapay Zeka Tuz(-
gu cercevesinde, yapay zeka sistemlerinin is ve
isyeri yonetiminde kullaniimasi is hukuku pers-
pektifinden ele alinmaktadir. Yapay zeka sistem-
leri, ise alim slreclerinden performans degerlen-
dirmesine, iscilerin izlenmesinden isyerindeki
gorevlendirmelere kadar is iliskilerinin pek ¢ok
asamasinda ve giderek artan dl¢tide kullaniimak-
tadir. Yapay zeka sistemlerinin isyerlerinde kulla-
nimi isletmesel verimlilik agisindan énemli avan-
tajlar saglasa da aynimailik, 6zel hayatin gizliligi
ve kisilik hakkinin ihlali gibi ciddi hukuki riskleri
blinyesinde barindirmaktadir. Nitekim Avrupa
Birligi Yapay Zeka Tuzigu'nln risk temelli yakla-
simi cercevesinde, isin ve isyerinin yonetiminde
kullanilan yapay zeka sistemleri, iscilerin temel

hak ve 6zgurltkleri bakimindan olusturduklar
zarar potansiyeli nedeniyle, kural olarak, “yliksek
riskli sistemler” olarak kabul edilmektedir. Calig-
mada isverenlerin s6z konusu yiiksek riskli yapay
zeka sistemlerinin “uygulayicisi” olarak yikimlu-
lUkleri ve sistemlerin isyerlerinde kullaniminin
hukuki sinirlart Tuziik hikiimleri cercevesinde
ele alinmaktadir. Ayrica, Tiz(iguin AB veri koruma
mevzuati (GDPR) ile kesisimi, Tiizliglin uygulama
usului ve Tlzikte 6ngorilen yaptinmlar calisma
kapsaminda incelenmistir. Turk hukukunda ya-
pay zeka konusundaki yasalastirma calismalari-
na saglayacad katkilar dikkate alinarak, Tuiziikte
yer alan diizenlemelerin Tiirk is hukuku pencere-
sinden degerlendiriimesine de ¢alismanin sonug
boltimiinde yer verilmektedir.
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Avrupa Birligi Yapay Zeka Tiizigii Cercevesinde Isin ve Isyerinin Yonetiminde

Yapay Zeka Sistemleri Kullanimi

Artificial Intelligence Act. Artificial intelligence
systems are increasingly being employed across
numerous stages of employment relations,
from recruitment processes and performance
evaluation to worker monitoring and task
assignment in the workplace.

While the application of Al systems in
workplaces offers significant advantages in
terms of operational efficiency, it also carries
serious legal risks, including discrimination and
violations of privacy and personality rights.
Indeed, under the risk-based approach of the EU
Al Act, Al systems used in the management of
work and the workplace are, as a rule, classified
as “high-risk systems” due to their potential to

harm workers’ fundamental rights and freedoms.

This study analyses the obligations of
employers as “deployers” of these high-risk
Al systems and the legal boundaries of their
use in workplaces, in light of the provisions
of the Act. Furthermore, the intersection of
the Act with EU data protection legislation
(GDPR), its implementation procedure, and the
sanctions stipulated within it are examined
within the scope of the study. Considering its
potential contributions to legislative efforts on
Al in Turkish law, the concluding section of the
study also provides an evaluation of the Acts
regulations from the perspective of Turkish
labor law.

Keywords:

Artificial intelligence, high-risk system, transparency, human oversight, data protection.

Giris

Yapay zeka, insan zekasini taklit etmeye ¢a-
lisarak 6grenme, akil yirltme, problem ¢6zme,
dil isleme, algilama ve karar verme gibi insana
0zgl biligsel islevleri yerine getirebilen teorik
yetenekler olarak tanimlanabilecek bir {ist kav-
ramdir’. Yapay zeka sistemleri ise yapay zeka-
nin; veri, donanim ve yazilim ile birleserek be-
lirli bir gorevi yerine getirmek lizere somut bir
hale doniismesini saglamaktadir. Avrupa Birligi
Yapay Zeka Tuzigu? (Tuzlk veya ABYZT) m. 3'te

1 “Yapay zeka"kavramina iliskin ayrintili agiklamalar ve ta-
rihsel gelisimi icin bkz. Taburoglu, O (2025), Yapay Zeka
101, Say Yayinlari, s. 17 vd.

2 Tamismi”“Yapay Zeka Hakkinda Uyumlastiriimis Kurallar
Getiren ve Bazi Birlik Yasama Tasarruflarini Degistiren
(AB) 2024/1689 sayili Tiziik” seklinde cevrilebilecek
dlizenleme 12 Temmuz 2024 tarihinde AB Resmi Gazete-
si'nde yayimlanmis, 1 Adustos 2024 tarihinde yurirlige
girmistir. Her ne kadar kisaltilirken Artificial Intelligence
Act“Avrupa Birligi Yapay Zeka Yasasi” seklinde kullanilsa
da tam isminden anlasildigi Gizere Avrupa Birligi hukuku
bakimindan bir tiiziik (regulation) niteligindedir, dolayi-
styla Uye (lkeler bakimindan tiim kosullariyla baglayici

de farkl diizeylerde 6zerklikle calisacak sekilde
tasarlanan ve kullanimina baslandiktan sonra
uyum yetenegi gosterebilen, agik veya ortiik he-
defler dogrultusunda aldigi girdilerden, tahmin-
ler, icerikler, tavsiyeler veya fiziksel ya da sanal
ortamlar etkileyebilecek kararlar gibi ¢iktilari
nasil liretecegine karar veren makine tabanli sis-
temler olarak tanimlanan yapay zeka sistemleri,
kisaca yapay zekanin insan yasamina midahale-
sini somutlastiran araclardir.

Yapay zeka sistemleri glinimiiz calisma ilis-
kilerinde, ise alimdan performans ydnetimine,
iscilerin isyerinde izlenmesine hatta is sozles-
mesi feshedilecek iscilerin belirlenmesine kadar
genis bir yelpazede kullaniimaktadir. Konunun
bugline kadar en fazla tartisilan ve calismalara
konu olmus iki yon, ise alim sureglerinde yapay
zeka sistemlerinin kullanimi® ve isin yonetiminin

olup tiim Uye tilkelerde dogrudan uygulamaya girmistir.
3 Bkz Albassam, W. A. (2023). The Power of Artificial Intel-
ligence in Recruitment: An Analytical Review of Current
Al-Based Recruitment Strategies. International Journal
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algoritmalara devredildigi (6zellikle platformlar-
dayapilan calismalar baglaminda) algoritmik yo-
netimdir. Yapay zeka ve calisma iliskileri konu-
sunda baslangicta daha sinirli ele alinan ancak
Avrupa Birligi Yapay Zeka Tiziigu ile giindeme
daha sik gelen konulardan biri ise isverenin yo-
netim hakkini tamamen yapay zeka sistemlerine
devretmemekle birlikte yonetim hakkini kulla-
nirken yapay zeka sistemlerine basvurmasi ha-
linde uymasi gereken kurallardir.

Yapay zeka sistemleri, is iliskisinin devami sira-
sinda 6zellikle is organizasyonunun olusturulmasi,
iscilerin performanslarinin degerlendirilmesi veya
iscilerin izlenmesi amaclariyla kullanilmaktadir®.

of Professional Business Review. 8, 1-25.; Celebi Demir, D.
(2025). Islliskisinin Kurulmasinda Robotl§e Alim ve Yapay
Zeka Kullanimi. Dokuz Eyliil Universitesi Hukuk Fakiiltesi
Dergisi. 27, 205-253; Engin, M./Ozan Ozparlak, B. (2022).
ise Giriste Yapay Zeka ve Aynimailik. E. Biiyiiksagis (Ed.),
Hukuk Perspektifinden Yapay Zeka icinde (1. Baski, 227-
280). Istanbul: On ki Levha Yayincilik; Celik, E. . (2025). Is
Hukuku ve Kisisel Verilerin Korunmasi Hukuku Agisindan
Yapay Zeka Destekli Video Milakat Uygulamalari. (Yayin
No.952971) [Yiiksek Lisans Tezi, ibn Haldun Universitesil.
YOK Ulusal Tez Merkezi; Bozkurt Giimriikgtioglu, Y./Ahter
Yakacak, G. (2023). Yapay Zekanin Ise Alim Siireclerinde
Kullanimi ve Algoritmik Ayrimcilik. Ankara Universitesi
Hukuk Fakiiltesi Dergisi. 72, 1701-1757.

4 Bkz Tiire, G. (2024). Yapay Zeka ve is Hukuku: isyerin-
de Algoritmik Yonetim. S. Ocak (Ed.), Dijital Is Hukuku
Uygulamalari icinde (1. Baski, 157-206). Ankara: Adalet
Yayinevi; Ugan Catalkaya, D./Glizel, A./ Heper, H. (2023).
is Hukukunun Yapay Zeka ile Bulusmasi: isverenin Al-
goritmik Yonetimi. Hukuk ve Adalet Elestirel Hukuk
Dergisi. 15, 25-110; Kelly-Lyth, A. (2021). The Al Act and
Algorithmic Management. Comp. Labor Law & Policy
Journal, International Labor Organization. (2022). The
Algorithmic Management of Work and its Implications in
Different Contexts. https://www.ilo.org/publications/al-
gorithmic-management-work-and-its-implications-dif-
ferent-contexts; Kim, P. (2023). Artificial Intelligence,
Big Data, Algorithmic Management, and Labor Law.
Washington University in St. Louis Legal Studies. Rese-
arch Paper No 23-06-01.; Millensiefen, Tobias. (2025).
Algorithmic management in the workplace - existing
regulations and their limitations. European University
Institute, Robert Schuman Centre for Advanced Studies,
Centre for a Digital Society. 2025/48; Canak Bozoflu, K.
(2024). Yapay Zeka Caginda Algoritmik [s ilikileri. (Yayin
No. 906851) [Yiiksek Lisans Tezi, Kadir Has Universitesi].
YOK Ulusal Tez Merkezi; European Parliament. (2025).
Digitalisation, artificial intelligence and algorithmic ma-
nagement in the workplace: Shaping the future of work.
European Parliamentary Research Service.

5 Cankaya, Yapay Zeka, s. 184 vd.; Kaya, F. (2024). Is Huku-
kunda Dijital izleme. (Yayin No 860173) [Doktora Tezi,
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isyerlerinde, belirtilen amaclarla kullanilan ya-
pay zeka sistemleri, verimlilik ve is guvenligi
acisindan ciddi avantajlar saglarken®, ayrimci-
lik, 6zel hayatin gizliliginin ihlali ve psikososyal
baski gibi kisilik hakkini dogrudan ilgilendiren
konularda 6nemli riskler barindirmaktadir. Bu
nedenle AB Yapay Zeka Tuzigu, isverenin yone-
tim hakkini kullanirken yapay zeka sistemlerine
basvurmasina iliskin cesitli sinirlamalar getir-
mektedir.

GCalismada, konu incelenirken 6ncelikle Av-
rupa Birligi Yapay Zeka Tuzigu'niin temel yak-
lasimi ele alinacak, Tiiziikte sistemlerin saglayi-
cllari icin ve uygulayicilari olarak isverenler igin
ongorilen yukiumliltklerinin genel cergevesi
cizilecek, algoritmik yonetim, hizmet olarak ya-
pay zekd, yapay zeka destekli yonetim ve isve-
renin yonetim hakki kavramlari ve yiksek riskli
yapay zeka sistemlerinin is iliskilerinde kullanimi
is hukuku bakimindan degerlendirilecek, Avrupa
Birligi veri koruma mevzuati ile Tliziglin kesisim
noktalari ve de Tizigln yaptirimlariyla birlikte
ne sekilde hayata gecirilecegi agciklanmaya cali-
silacaktir. Calismanin sonunda ise genel hatla-
riyla AB Yapay Zeka TuzugU'nun Tirk is hukuku
bakimindan dnemi ve anlami analiz edilecektir.
Belirtmek gerekir ki, calismada ele alinan konu
¢ok boyutlu ve teorik acidan oldukg¢a derinlige
sahip bir konu oldugundan, calisma ile gudiilen
amac konuya iliskin tim meselelere iliskin ayrin-
til hukuki degerlendirmeler yapmaktan ziyade
Tirk hukuku bakimindan yapay zekaya dair yasal
bir cerceve olusturulmasi ¢abalarina is hukuku
nazariyesinden ufak da olsa bir katkida buluna-
bilmektir.

istanbul Bilgi Universitesi]. YOK Ulusal Tez Merkezi.; Al-
pagut, G./Karaca Yaga, A. (2023). isyerinde Yapay Zeka
Uygulamasi ve Aynmailik. Sicil is Hukuku Dergisi. 49,
11-44; Karadeniz, S. (2025). Avrupa Birligi Yapay Zeka
Kanununun Risk Gruplari ve lgililerin Yikimliltikleri
Baglaminda incelenmesi. HBV Hukuk Fakiiltesi Dergisi.
29,307-365.5.312.

6 Orek olarak Alp, Mustafa/Dogan Sevil; “Giyilebilir
Teknolojiler ve Is iliskisine Etkileri”, Calisma ve Toplum,
2021/4,5.2601 vd.



Avrupa Birligi Yapay Zeka Tiizigii Cercevesinde Isin ve Isyerinin Yonetiminde

Yapay Zeka Sistemleri Kullanimi

1. Tiiziigiin is Hukuku
Normlari ile iliskisi ve Risk

Temelli Yaklasimi

Avrupa Birligi Yapay Zeka Tuzugu, isin ve isye-
rinin yonetiminde yapay zeka sistemlerinin kulla-
nimina yonelik uluslararasi alanda yumusak hukuk
niteliginde olmayan ilk kapsamli yasal cerceve ma-
hiyetini haizdir’. Zira Tuziik, ise alim, performans
degerlendirmesi, terfi, is sozlesmesinin feshi ve
calisma kosullarinin belirlenmesi gibi is iliskileri-
nin ¢ekirdek alanlarinda kullanilan yapay zeka sis-
temlerini ele almaktadir. Dolayisiyla yapay zeka ile
is hukuku, boyle genis bir cercevede ilk kez Tiizlik
ile birlikte yan yana gelmistir. Ayrica Tiizlik; calis-
ma kosullari, is saghgi ve glivenligi ile isci-isveren
iliskileri dahil olmak Uzere, politika alanindaki
Birlik hukukunu ve ulusal is hukuklarinin sagladi-
g1 korumalari etkilememekte, bilakis yapay zeka
sistemlerinin seffafligi, teknik dokiimantasyonu
ve kayrt tutulmasi dahil olmak Gzere, belirli usuller
ve ylkUmlillkler 6ngdrerek mevcut hak ve bas-
vuru yollarinin etkinligini gu¢lendirmeyi amac-
lamaktadir. Tizlk, Uye devletlerde ve Birlik diize-
yinde taninan temel haklarin kullanimini ve dye
devletlerdeki endistri iliskileri sistemlerine 6zgu
olarak taninan grev hakki ile diger kolektif eylem
bicimleri ile ulusal hukuk uyarinca toplu goriisme
haklarini da etkilememektedir. Nitekim ABYZT m.
2/11 uyarinca, Tlzuk, isverenler tarafindan yapay
zeka sistemlerinin kullanimi bakimindan iscilerin
haklarinin korunmasi konusunda isciler lehine
daha elverisli hiikiimler iceren kanun, tiiziik veya
diger idari diizenlemelerin Birlik ya da Uye Dev-
letler tarafindan muhafaza edilmesini veya kabul
edilmesini engellemez. Ayni hiikme gore, isciler
lehine daha elverisli hiikimler 6ngdren toplu is
sozlesmelerinin uygulanmasinin tesvik edilmesi
veya buna izin verilmesi de Tuiziiglin ihlali anlami-
na gelmez.

TizGgln giris bolliminde, TlzUlkte “risk temelli”

7 Cankaya, s.65.; Canak Bozoflu, s. 63 vd.

bir yaklasimin benimsendigi ifade edilmektedir®.
Bu cercevede Tiizlik, yapay zeka sistemlerini so-
yut bir teknolojik kategori olarak ele almak yerine,
bu sistemlerin bireylerin temel hak ve 6zgurltk-
leri Gizerindeki potansiyel etkilerini esas almakta;
s6z konusu etkilere bagl olarak farkh dilzeylerde
hukuki yikimlilikler 6ngoren kademeli bir di-
zenleme sistemi kurmaktadir. Tizigun temelini
olusturan bu yaklasim, Tiziigin maddeleri ve
sistematiginde de acikca goriilmekte, yapay zeka
sistemlerinin kullanimlarina iliskin kurallarda, sis-
temlerin dogurduklari risk diizeyine gore sorum-
luluklar belirlenmektedir. Bu kapsamda dort farkli
risk kategorisine Tizlkte yer verildigi anlasiimak-
tadir; bu kategoriler, kabul edilemez risk, yuksek
risk, sinirh risk ve asgari risk seklindedir.

Avrupa Birligi Yapay Zeka Tuizligli m. 5'te, insan-
larin davranislarini maniptile eden bilissel teknik-
ler kullanan, bireylerin zaaflarindan (yas, engellilik
vb.) yararlanan yapay zeka sistemleri kabul edile-
mez risk seviyesinde degerlendirilmekte ve belirli
istisnalar haricinde yasaklanmaktadir. Ornegin is-
yerlerinde calisanlarin duygu durumlarini analiz
eden (emotion recognition) sistemlerin kullanimi
bu kategoriye girmektedir.

TizGgln cekirdegi seklinde adlandirilabilecek

8 Bkz. Ebers, M. (2024). Truly Risk-based Regulation of Ar-
tificial Intelligence How to Implement the EU’s Al Act. EU
Law Working Papers No. 101. Stanford-Vienna Transat-
lantic Technology Law Forum,; Tiire, 2024, s. 162; Kara-
deniz, 2025, s. 318 vd,; Benzer, E. (2025). Yapay Zeka'nin
AB Hukuk Duzenindeki Gorinimi: AB Yapay Zeka
Tiiziiga. Bilisim Hukuku Dergisi. 7, 187-221.s. 197 vd,
Bozkurt Giimriik¢lioglu/Ahter Yakacak, 2023, s. 1739,
1745; Alpagut/Karaca Yagci, 2023, s. 16; Celebi Demir,
2025, 5. 212.; Millensiefen, 2025, s. 43.; Kusche, I. (2024).
Possible harms of artificial intelligence and the EU Al
act: Fundamental rights and risk. Journal of Risk Rese-
arch. 1-14.5.2.; Wachter, S. (2024). Limitations and Loop-
holes in the EU Al Act and Al Liability Directives: What
This Means for the European Union, the United States,
and Beyond. Yale Journal of Law & Technology. 26-3,
671-718. s. 677 vd.; Holtgrewe, U./Dworsky, L. (2024).
European Social Partners’ Approaches to Artificial Intel-
ligence and Algorithmic Management. Incoding Case
Studies Report. s. 18; European Parliament, 2025, s. 37;
Ocak, G. (2025). Hukuki Boyutlariyla Avrupa Birligi Yapay
Zeka Yasas Baglaminda Risk Temelli Yaklasim. (Yayin No.
962483) [Yiiksek Lisans Tezi, Yasar Universitesi]. YOK Ulu-
sal Tez Merkezi,; Canak Bozoflu, 2024, s. 64.
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ylksek risk kategorisine, kural olarak, insanlarin te-
mel haklar, gtivenlikleri veya hukuki statileri Uize-
rinde ciddi etkiyaratma potansiyeli olan yapay zeka
sistemleri dahildir®. Tiziiglin 6. maddesi uyarinca,
bir yapay zeka sistemi iki temel durumda ytiksek
riskli kabul edilmektedir. S6z konusu diizenleme-
ye gore, bir Urliniin giivenlik bileseni olarak islev
goren veya kendisi bash basina Avrupa Birligi tirlin
guvenligi mevzuatina tabi bir lriin olan yapay zeka
sistemleri, ylksek risk kapsaminda degerlendirilir
(m. 6/1). Bunun yaninda, Ek llI'te (Annex IIl) sayilan
alanlarda kullanilan yapay zeka sistemleri de dog-
rudan yliksek riskli sistemler arasinda yer almakta-
dir (m. 6/2). Ek llI'te diizenlenen alanlar arasinda,
isin ve isyerinin yonetiminde kullanilan yapay zeka
sistemleri 6zel bir dneme sahiptir. Bu baglamda,
ise alim, adaylarin 6n elemeden gegirilmesi, terfi,
gorev dagihmi, performans degerlendirmesi, is
iliskisinin devami veya sona erdirilmesi gibi konu-
larda kullanilan yapay zeka sistemleri yiiksek riskli
kabul edilmektedir'®. Bu sistemlerin ortak 6zelligi,
bireylerin kisilik haklari ve hukuki statiist tizerinde
dogrudan etkilere sahip olmalaridir. Asagida agik-
lanacagi lizere bir yapay zeka sisteminin yiiksek
riskli olarak siniflandiriimasi, sistemin yasaklandig
anlamina gelmemekle birlikte, Tliziik kapsaminda
ayrintili diizenlemelere tabi tutulmasini gerektir-
mektedir. Ayni zamanda, yliksek riskli yapay zeka
sistemlerine iliskin diizenlemeler, insan gozetimi,
seffaflik ve hesap verebilirlik gibi glivencelerin en
yogun bicimde devreye girdigi kategori olup, Tu-
zugun cekirdegini olusturmaktadir.

9 Kelly-Lyth, 2021, s. 4 vd,; Ocak, G. (2025). Hukuki Boyut-
lariyla Avrupa Birligi Yapay Zeka Yasasi Baglaminda Risk
Temelli Yaklagim. (Yayin No. 962483) [Yiiksek Lisans Tezi,
Yasar Universitesi]. YOK Ulusal Tez Merkezi. s. 168; Atalan,
S. E. (2024). Uluslararasi Hukuk Baglaminda Avrupa'da
Yapay Zekaya lliskin Diizenlemeler ve Kisisel Verilerin Ko-
runmasl. (Yayin No. 901337) [Yiiksek Lisans Tezi, Istanbul
Universitesi]. YOK Ulusal Tez Merkezi. s. 97.

10 Kusche, 2024, s.2; Tire, 2024, s. 162; Guglielmetti, M.
(2024). Automated Work and Workers' Rights: Platform
Work and Al Work Management Systems in A. P. Del Cas-
tillo (Ed.), Artificial intelligence, labour and society (127-
140). European Trade Union Institute. s. 134 vd.; Lesnik,
A. (2025). Protection of Workers in Relation to the Use
of Artificial Intelligence in the Workplace. Lexonomica
Journal of Law and Economics. 17, 79-120. s. 85.
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Avrupa Birligi Yapay Zeka Tiziigli'nde 6ngori-
len baska bir kategori olan sinirli risk kategorisi,
ylksek riskli sistemlerden farkli olarak, bireylerin
temel haklari veya glivenligi Gizerinde ciddi bir teh-
dit olusturmamakla birlikte, sistemi kullananlarin
yaniltilmasi hatta manipile edilmesi riski tasiyan
yapay zeka sistemlerini kapsamaktadir. Sinirli riskli
yapay zeka sistemleri, Tuzlikte dogrudan diizen-
leme konusu yapilmamistir. Bunun yerine, sinirli
risk dlizeyindeki sistemler icin, Tlizigln 50. mad-
desinde oldugu lzere, seffaflik ytikumlilikleri 6n-
gorilmstir. Dolayisiyla Tuzik, sinirli risk katego-
risindeki yapay zeka sistemlerinin kullaniimasinin
yasaklanmasini veya agir onleyici kosullara bag-
lanmasini gerekli gérmemekte; ancak sinirl riskli
bir yapay zeka sistemi ile etkilesime giren (user)
bireylerin, bir yapay zeka sistemiyle etkilesimde ol-
duklarini bilme hakkini glivence altina almaktadir.

Asgari risk kategorisi, Avrupa Birligi Yapay Zeka
Tlzugu cercevesinde, bireylerin temel haklari, gi-
venligi veya hukuki/ekonomik statiileri lzerinde
kayda deder bir tehdit olusturmayan yapay zeka
sistemlerini ifade etmektedir. Tuziikte, asgari riskli
yapay zeka sistemleri icin 6zel bir tanim yapilma-
mis, bu kategorinin sinirlari yiiksek riskli veya sinirli
riskli sistemler disinda kalan yapay zeka sistemleri
olarak cizilmistir. Bu yoniyle asgari risk, Tiizliglin
risk siniflandirmasinda artik alan (residual cate-
gory) niteligi tasimaktadir. Avrupa Birligi yasama
organi, asgari risk kategorisindeki sistemlerin
diizenleyici midahaleye konu edilmesini gerekli
gormemistir. Bu cercevede asgari riskli yapay zeka
sistemleri bakimindan, Tliziik herhangi bir seffaflik
yUkimliligua, on izin mekanizmasi, teknik stan-
dart veya insan gozetimi sarti 6ngdrmemektedir.
Asgari riskli sistemler, kural olarak serbestce ge-
listirilebilir, piyasaya arz edilebilir ve kullanilabilir.
Ancak bu serbesti, genel hukuk kurallarinin uygu-
lanmayacagi anlamina gelmemektedir. Bir bagka
ifadeyle, basta veri koruma, tiiketicinin korunmasi,
haksiz rekabet hiikiimleri ve temel haklara iliskin
diizenlemeler olmak Uzere ylrlrliikte olan tim
hukuk normlari, asgari riskli yapay zeka sistemleri
hakkinda uygulama bulur.

Yukarida belirtildigi tGzere, Avrupa Birligi Yapay
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Yapay Zeka Sistemleri Kullanimi

Zeka TuzUigu, yapay zeka sistemlerinin is iliskilerini
etkiler sekilde kullanilmasini, barindirdigi potan-
siyel tehlikeler nedeniyle yuksek riskli bir durum
olarak addetmektedir. S6ze konu yaklasimin te-
melinde, yapay zeka sistemlerinin is iliskilerinde
kullanilmasi halinde iscilerin temel haklari, hukuki
statlleri, ekonomik durumlari ve mesleki gelecek-
leri lizerinde dogrudan ve belirleyici etkiler ortaya
cikabilmesi yatmaktadir (ABYZT Giris 57). Bu ne-
denle asagida isin ve isyerinin yonetiminde yapay
zekd sistemlerinin kullanimi, Tiiziikte 6ngorilen
risk temelli yapi icerisinde, yiiksek riskli yapay zeka
sistemlerine iliskin diizenlemeler ¢ercevesinde in-
celenmektedir.

o0 v ooy

2. Yapay Zeka Tiiziigii'nde
Saglayicilarin ve Uygulayici
Olarak isverenlerin

Yiikiimliiliikleri

Avrupa Birligi Yapay Zeka Tiizigu, isyerinde ya-
pay zeka sistemlerinin kullanimina iliskin diinya-
nin ilk kapsamli yasal cercevesini olustururken, yu-
karida aciklandigi Gizere sorumluluklar muhtemel
riskler esasinda belirlemektedir. Bahsedilen esas-
tan hareketle Tiizlk, yiksek riskli olarak tanimla-
nan ve is iliskilerini dogrudan etkileyen sistemleri,
temel haklari koruyacak bazi standartlara tabi tut-
maktadir. Ornegin; ise alim, performans degerlen-
dirmesi ve isten ¢ikarma gibi stireclerde kullanilan
yapay zeka sistemleri, yine yukarida ifade edildigi
gibi yiksek riskli sayilmaktadir. Tiizlik, saglayici
(provider) ve uygulayici' (deployer) rollerini birbi-
rinden ayirarak her biri icin farklilasan ancak birbi-
rini tamamlayan bir yikimlGlukler silsilesi 6ngor-
mustiir'2. Is hukukunda isverenin yénetim hakki,

11 Tiziikte kullanici (user) terimi yerine, sistemin kontrol{i-
ni elinde bulunduran ve onu mesleki faaliyetleri kap-
saminda kullanan kisiyi tanimlamak tizere uygulayici
olarak Tiirkceye cevrilebilecek “deployer” terimi tercih
edilmistir.

12 Wachter, 2024, s. 677; Miillensiefen, 2025, s. 80; Ebers,
2024, s. 36; Karadeniz, 2025, s. 315; Mantelero, A. (2024).
The Fundamental Rights Impact Assessment (FRIA) in
the Al Act: Roots, legal obligations and key elements

bu diizenlemelerle birlikte farkh bir perspektiften
ve farkli bir sekilde yeniden sinirlandirilmaktadir.

ABYZT m. 3/2'de saglayici, bir yapay zeka sis-
temini gelistiren veya gelistirilmesini saglayan ve
bu sistemi kendi adi veya ticari markasi altinda,
tcret karsiligr veya (icretsiz olarak piyasaya stren
ya da hizmete sokan gercek veya tiizel kisi olarak
tanimlanmaktadir. Sistemin teknik sorumlusu olan
saglayicilar bakimindan, yiiksek riskli bir sistemi
piyasaya arz etmeden &nce farkl ytikimlilikler
6ngorilmistir. Bu kapsamda saglayici, sistemin
tim gerekliliklere uygunlugunu garanti eden
teknik dokimantasyonu hazirlamak, uygunluk
degerlendirme prosediirlerini tamamlamak ve
sistem icin “CE" sertifikasi almakla ytkimlGdur
(ABYZT m. 16). Ayrica, sistemin yasam dongusi
boyunca gecerli olacak bir kalite yonetim siste-
mi kurmali ve sistemin egitiminde kullanilan veri
setlerinin onyargilardan arindiriimis, temsil glici
ylksek veriler olmasini saglamalidir (ABYZT m.
17). Sistemin siber glivenligini ve dogru sonuclara
ulasmasini saglamak gibi, 6nyargili kararlar alma-
sini Onleyecek insan gdzetimi araclarinin sisteme
entegre edilmesi de saglayicinin yikimlilGkleri
arasindadir.

Tlzuk cercevesinde bir yapay zeka sistemini
isyerinde kullanan isverenler, saglayici tarafindan
tasarlanan yapay zeka sistemlerinin fiili uygulayici-
st konumundadir. isverenin uygulayici sifatiyla en
onemli ylkimliligd, insan gozetimi mekanizma-
larini isleterek nihai kararin bir algoritma tarafin-
dan degil, egitimli bir personel tarafindan verilme-
sini saglamaktir (ABYZT m. 26/2). Ayni diizenleme
cercevesinde isveren, sistemi yalnizca saglayicinin
belirttigi kullanim amaci dahilinde isletmeli, girdi
verilerinin kalitesini denetlemeli ve sistemin Uret-

for a model template. Computer Law & Security Review:
The International Journal of Technology Law and Prac-
tice. 54. s. 6; Biichel, J. (2025). Al regulation in the EU:
implications for the workplace. Ai@Work Consortium.
European Employers Institute. s. 2; LeSnik, 2025, s. 85
vd,; Varoglu, O. (2023). Teknolojik Gelismelerin Isinin
Ozen Borcu Uzerindeki Etkisi. (Yayin No. 809276) [Yiik-
sek Lisans Tezi, Ankara Haci Bayram Veli Universitesi].
YOK Ulusal Tez Merkezi. s. 281; Ocak, 2025, s. 134.
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tigi glinluk kayitlari (logs) denetimler icin saklama-
hdir (ABYZT m. 26/5, 6). Nitekim yiiksek riskli yapay
zeka sistemlerinin saglayici tarafindan sistemin
kullanim 6mri boyunca olaylarin otomatik olarak
kaydedilmesine teknik olarak imkan verecek sekil-
de tasarlanmasi da Tlziikte ongorilmis bir baska
ylikimliltktir (ABYZT m. 14/1). Asagida degini-
lecegi Uzere seffaflik ilkesinin bir geregi olarak,
sistemin varligi ve karar verme mantigi hakkinda
calisanlara acik bilgilendirme yapilmasi, ¢alisanin
savunma ve itiraz hakkinin korunmasi bakimindan
ozel 6nem tagimaktadir ve isverenin uygulayici
olarak ylkimlilikleri arasindadir.

Tlzik, yapay zeka sistemlerinin kullanimindan
dogabilecek sorumlulugu konunun &zneleri ara-
sinda paylastirmaktadir. Tasarim agsamasindaki
hatalardan saglayici sorumlu tutulurken, asagida
ele alinacagi lizere yapay zeka sisteminin isyerinde
kullanim strecindeki gézetim ve denetim eksiklik-
leri kural olarak isverenin sorumlulugunu dogur-
maktadir.

3. Algoritmik Yonetim,
Hizmet Olarak Yapay Zeka,
Yapay Zeka Destekli Yonetim
ve isverenin Yonetim Hakki

isverenin yénetim hakki, is sozlesmesinin kurul-
masiyla birlikte dogar ve isin yiritumine iliskin
talimat verme, is organizasyonunu belirleme ve
denetleme yetkilerini icerir'>. isveren, yénetim hak-
kini kullanirken mutlak degil, sinirl bir egemenlik
yetkisine sahiptir. Bu kapsamda verilen talimatla-
rin; kanun hikiimlerine, toplu is s6zlesmesine ve
bireysel is s6zlesmesine aykiri olmamasi gerekir'.

13 Isverenin yonetim hakki konusunda bkz. Taskent Savag
(1981), isverenin Yonetim Hakki, istanbul, s. 29 vd Bay-
ak Gaye (2011), is Hukukunda Yenilik Doguran Haklar,
Ankara, s. 101 vd; yonetim hakkinin hukuki dayanadi ko-
nusundaki gorusler icin bkz. Dursun Ates Sevgi (2019),
Isverenin Yénetim Hakki, Ankara, s. 36 vd.; Oztiirk, Berna
(2021), Iscinin Talimatlara Uyma Borcu, On Iki Levha Ya-
yincilik, s. 47 vd.

14 Mollamahmutoglu, H./Astarli, M./Baysal, U. is Hukuku.
(2022). Giincellenmis 7.Baski. Ankara: Lykeion Yayinlari.
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iscinin borclarinin is sézlesmesinde acikca belir-
lenmis olmasi 6lgiistinde, yonetim hakkinin alani
da daralmakta; baska bir ifadeyle, bu hakkin kap-
saml, is sozlesmesi hiikiimleriyle sinirlanmaktadir.
Ayrica, isveren, isin gorilmesi ve isyeri diizeninin
saglanmasina yonelik talimatlar verebilirse de bu
yetki iscinin 6zel yasamina uzanacak sekilde genis-
letilemez'. Dolayisiyla, is¢inin 6zel hayatina iliskin
hususlarda talimat verilmesi kural olarak miimkiin
degildir. Bununla birlikte, 6zel yasama miidahale
niteligi tasimamak kosuluyla, iscinin isyeri disinda
gerceklesen ve isletmenin menfaatlerini olumsuz
etkileyen davranislarina iliskin olarak da isverenin
belirli talimatlar verebileceginin kabulu gerekir'®.

isverenin yonetim hakkinin hukuki sinirlarini
belirlemek yeterince zorken, yapay zeka sistemle-
rinin yonetim sureclerine farkli sekillerde entegre
edilmesi karsisinda, sinirlarin tespiti daha karmasik
hale gelmektedir'’. Bu cercevede algoritmik yo-
netim ve hizmet olarak yapay zeka gibi is hukuku
bakimindan yeni kavramlarin ele alinmasi 6nem
tasimaktadir.

Oncelikle isin ve isyerinin ydnetiminde yapay
zeka sistemlerinin kullanimi, 6gretide cogu zaman
“algoritmik yonetim” kavrami ile birlikte ele alinsa
da’® bu iki olgunun birebir ortistigiini soylemek
guctur. Algoritmik yonetim, isin planlanmasi, is-
cilerin yonlendirilmesi, performanslarinin deger-
lendirilmesi ve is iliskisine iliskin kararlarin buyuik
6lclide veya tamamen algoritmalar tarafindan alin-
masini ifade eden ve genellikle platformlara bag-

5. 86-87.

15 Mollamahmutoglu/Astarli/Baysal, 2022, s. 88.

16 Giizel Ali (2016), “Is Hukukunda ‘Yetki’ ve ‘Ozgiirliik”, is-
tanbul Kiiltdr Universitesi Hukuk Fakiiltesi Dergisi, 2016,
15(1), s. 114; Sevimli, K. Ahmet (2006), I§g|n|n Ozel Yasa-
mina Miidahalenin Sinirlar, istanbul, s. 120; Oztiirk, isci-
nin Talimatlara Uyma Borcu, 5. 420 vd.

17 Tire, 2024, 5.170.

18 Bkz. Ugan Catalkaya/Guizel/Heper, 2023, s. 25 vd,; Ture,
2024, 5.157,158; Celik, 2025, s. 20; Alpagut/Karaca Yagci,
2023, s.14; Yilmaz, A. (2024). is Hukukunda Dijitallesme
ve ls iliskisine Etkileri. istanbul Barosu Dergisi. 98, 154-
175. 5. 155 vd.; Wright, S. (2025). Artificial intelligence
and work: A review of the European policy landscape.
Journal of Industrial Relations. 67(5), s. 796 vd.; Nowik,
P. (2025). Al Auditing Under Labour Law: Insights from
the Al Act and the Platform Work Directive. Studies on
Labour Law and Social Policy. 32, s. 300 vd.
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I calisma ile glindeme gelen daha dar kapsamli
bir kavramdir’®. Buna karsilik, isverenin yonetim
hakkini kullanirken yapay zeka sistemlerinden
yararlanmasi, karar alma yetkisinin tamamen al-
goritmalara devredilmedigi, ancak insan kararinin
onemli 6lclide yapay zeka tarafindan Uretilen ana-
liz, 6neri veya tahminlere dayandigi daha genis bir
alani kapsar. Hatta isverenin kendi blinyesinde bir
yapay zeka altyapisi olusturmak ve yonetmek sek-
linde bir uygulama yerine yapay zeka hizmetleri
saglayan Uguinci kisilerden isin ve isyerinin yone-
timi icin, ozellikle bulut teknolojisine basvurarak,
hizmet satin almasi s6z konusu olabilmektedir®.
Hizmet olarak yapay zeka (Al as a Service - AlaaS)
kavrami ile ifade edilen bu ihtimalde, yapay zekayi
gelistiren ve kullanima sunan tedarikgi, kullanan
isveren ve etkilenen isci olmak lizere Gicli bir iligki
kurulmaktadir?'.

Avrupa Birligi Yapay Zeka Tiiziigu “algoritmik
yonetim” kavramini dogrudan kullanmamakta ve
diizenlememekte; bunun yerine, isin ve isyerinin
yonetiminde kullanilan yapay zeka sistemlerinin
dogurabilecedi riskleri ortadan kaldirmayi hedef-
lemektedir. Tlzugun yapay zeka konusunu diizen-
lerken agirlikh olarak kabul ettigi varsayim, yapay
zeka sistemlerinin kullanildidi is ve isyerlerinde de
isverenin yonetim hakkinin hukuken tamamen
ortadan kalkmadigi, ancak bu hakkin kullanilis

19 Tiire, 2024, 5. 200 vd.; Gultekin, F./Kilkis, 1. (2025). isve-
renin Is Saghdr ve Giivenligi Onlemleri Alma Yikim-
lulugu Bakimindan Isyerinde Yapay Zeka Kullanimi.
Tirkiye Barolar Birligi Dergisi. 180, 141-197. s. 159;
Ganak Bozoflu, 2024, s. 36-37.; International Labor Or-
ganisation (ILO). (2022). The Algorithmic Management
of Work and its Implications in Different Contexts. htt-
ps://www.ilo.org/publications/algorithmic-manage-
ment-work-and-its-implications-different-contexts. .
6-7; Nowik, 2025, s. 299; Celik, 2025, 5. 21; Miillensiefen,
2025, 5.9, 20.

20 Cankaya, s. 145, De Stefano, V./Wouters, M. (2022). Al
and digital tools in workplace management and evalu-
ation: An assessment of the EU’s legal framework. Panel
for the Future of Science and Technology, European Par-
liamentary Research Service Scientific Foresight Unit,
s. 7; Varoglu, O. (2023). Teknolojik Gelismelerin Iscinin
Ozen Borcu Uzerindeki Etkisi. (Yayin No. 809276) [Yik-
sek Lisans Tezi, Ankara Haci Bayram Veli Universitesi].
YOK Ulusal Tez Merkezi. s. 33-34.

21 Cankaya, 2024, s. 146; Miillensiefen, 2025, s. 79; De Ste-
fano/Wouters, 2022, s.7.

biciminin yapay zeka sistemleri vesilesiyle 6nemli
6lclide donustugu yonindedir.

Yukarida aciklanan cercevede isin ve isyerinin
yonetiminde yapay zeka sistemleri kullanimi, is-
verenin yonetim hakkinin teknik araclar yoluyla
icrasi olarak degerlendirilmelidir. Ancak bu teknik
araclarin karar alma stire¢lerindeki agirhgi arttikca,
is hukuku 6gretisinde insan iradesine dayali olarak
dizenlenen yonetim hakki kavrami da yeniden
yorumlanmayi gerektirmektedir. Yapay zeka des-
tekli yonetim uygulamalarinda isveren, karar alma
yetkisini muhafaza etmekle birlikte, fiilen yapay
zeka sistemlerinin sundugu ciktilarin belirleyici
hale geldigi goriilmektedir. Ozellikle performans
6lctima, verimlilik analizi ve risk degerlendirmesi
gibi alanlarda, isverenin kararinin algoritmik ¢ik-
tilarla cercevelendigi ve bu ciktilardan sapmanin
pratikte zorlastigi sdylenebilir. Bu durum, yonetim
hakkinin goriintrde isverende kalmasina ragmen,
maddi anlamda algoritmalar tarafindan isverenin
iradesinin yonlendirilmesi sonucunu dogurmakta-
dir.

Avrupa Birligi Yapay Zeka Tlzugul, dogrudan
yasaklamamakla birlikte, 6zellikle yliksek risk ka-
tegorisine giren sistemler bakimindan insan goze-
timi, seffaflik ve hesap verebilirlik ytkimlGlukleri
ongorerek, yonetim hakkinin tamamen otomatik-
lestirilmesi konusunda isverenleri sinirflamaktadir.
Bu kavrayis ile, isverenin yonetim hakkini ortadan
kaldirmak yerine, bu hakkin kullaniminda insan
iradesinin belirleyici rolii korunmaya ve sorumlu-
luk bakimindan bir belirsizlik olusmasi engellen-
meye calisiimaktadir.

Yukarida deginilen cercevede, isverenin yone-
tim hakkinin yapay zeka sistemleri araciligiyla kul-
lanimi, Tirk Borglar Kanunu'nun 399. maddesinde
yer alan iscinin diizenlemelere ve talimatlara uyma
borcu bakimindan da kisaca degerlendirilmelidir.
Anilan hikiim uyarinca isveren, isin gortlmesine
ve iscilerin isyerindeki davranislarina iliskin genel
diizenlemeler yapabilir ve 6zel talimatlar verebilir;
isciler ise bu diizenleme ve talimatlara diristlik
kurallarinin gerektirdigi 6lctiide uymakla yikim-
lidir. Yapay zeka destekli yonetim uygulamala-
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rinda talimatin fiili iceriginin algoritmik sistemler
tarafindan sekillendirilmesi, diristlik olcltlnin
saglanabilmesi icin talimatin dayanaginin, kapsa-
minin ve sonuglarinin isci acisindan éngordlebilir
ve denetlenebilir olmasini zorunlu kilmaktadir. Bu
baglamda, Avrupa Birligi Yapay Zeka Tuziigi'nde
ongorilen ve asagida ele alinacak seffaflik esasi ve
insan g6zetimi ytkimlilikleri, TBK m. 399'daki di-
ristlik kuralinin teknolojik baglamda somutlasmis
goriinimu olarak nitelenebilir.

4, Yuksek Riskli Yapay Zeka
Sistemlerinin is iliskilerinde
Hukuka Uygun Kullanimi

Avrupa Birligi Yapay Zeka Tuzigi'nde is iliskileri
alaninda kullanilan yapay zeka sistemlerinin ytik-
sek risk kategorisinde degerlendirilmesi, is hukuku
bakimindan énemli sonuglar dogurmaktadir. Zira
is hukuku, tarihsel gelisimi itibaryla isci ile isveren
arasindaki gui¢c dengesizligine bir reaksiyon olarak
ortaya cikmistir. Yapay zeka sistemlerinin isin ve
isyerinin yonetiminde kullanilmasi ise iliskinin ta-
raflari arasindaki glic dengesizligini derinlestirme
ihtimali tagimaktadir. Bu nedenle Tiizlikte yer ve-
rilen, yliksek riskli yapay zeka sistemleri konusun-
daki dlizenlemeler, is hukukunun temel ilkeleriyle
dogrudan bir iliski icerisindedir.

Yukarida degindigimiz baglamda ytksek riskli
yapay zeka sistemleri bakimindan Tiizlkte getiri-
len yikiumldltkler, yalnizca teknik uyum kurallari
olarak degil, is hukukunun koruyucu karakterinin
teknoloji alanina yansimasi olarak da degerlendiri-
lebilir. S6z konusu yansima ozellikle esit davranma
borcu, ayrimcailik yasag, seffaflik ve bilgilendirme
ylkimlulukleriile insan gdzetimi yukimliligu ko-
nularinda 6n plana ¢ikmaktadir.

4.1, Esit Davranma Borcu ve
Ayrimcilik Yasagi

Hukukun temel ilkelerinden biri olan esitlik ilke-
sinin is hukukundaki izdiistimU olan esit davranma
borcu, isverenin isciler arasinda keyfi, objektif te-
melden yoksun veya hukuken mesru bir nedene
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dayanmayan farkli muamelelerde bulunmasini
yasaklamaktadir®, Esit davranma borcu, isvere-
nin, iscileri arasinda ayrim yapmama yukumlulugu
olarak dar anlagilmamalidir. Ayrim yapmama yi-
kimliltgu, sekli esitlik anlayisinin, esit davranma
borcunda tezahirudir ve goriinliste tarafsiz uygu-
lamalarin belirli gruplar lzerinde orantisiz olum-
suz etki yaratmasi seklinde ortaya cikan dolayli
ayrimciligr da kapsamaktadir.

Yapay zeka sistemlerinin isin ve isyerinin yone-
timinde kullaniminin giderek yayginlasmasi, esit
davranma borcunun ihlaline iliskin riskleri teknik
olarak daha karmasik, hukuki olarak ise daha go-
riinmez hale getirmektedir®. Yukarida belirtildigi
lizere savunmasiz gruplari (yaslilar, engelliler vb.)
istismar eden ayrimci yapay zeka sistemleri kabul
edilemez risk seviyesindedir ve kullanimi Tiiziik m.
5 ile yasaklanmistir. isin ve isyerinin yénetiminde
kullanilan ytksek riskli yapay zeka sistemleri baki-
mindan ise Tizlikte getirilen ylkimldltkler ile ay-
rimcilik engellenmeye calisiimaktadir.

Yapay zeka sistemlerinin ayrimcilik yaratma po-
tansiyeli, cogu zaman sistemlerin nesnel ve tarafsiz
oldugu varsayiminin arkasina gizlenmektedir. Oysa
yapay zeka sistemleri, esas itibaryla ge¢mis veri-
lere dayali olarak egitilen ve bu verilerde yer alan
tarihsel esitsizlikleri yeniden Uretebilen araglardir.
ise alim, terfi veya performans degerlendirmesi
gibi alanlarda kullanilan algoritmalar, gegmiste ay-
rimci uygulamalarin hakim oldugu veri setleriyle
egitildiginde, bu ayrimcihi@i teknik bir sonug olarak
yeniden Uretme egilimindedir®. Yapay zeka sis-

22 Mollamahmutoglu/Astarli/Baysal, s. 723.

23 Bkz. Ugan Catalkaya/Glizel/Heper, 2023, s. 64 vd.

24 Engin/Ozan Ozparlak, 2022, 5. 246, 247; Ugan Catalkaya/
Glizel/Heper, 2023, s. 54; Alpagut/Karaca Yagci, 2023,
s. 15; Bozkurt Glimrik¢lioglu/Ahter Yakacak, 2023,
s. 1710; Tire, 2024, s. 177, 179; Miillensiefen, 2025, s.
28; Kim, 2023, s. 6; Lesnik, 2025, s. 94; ILO, 2022, s. 23;
European Parliament, 2025, s.60; Aloisi, A./De Stefano,
V. (2023). Between Risk Mitigation and Labour Rights
Enforcement: Assessing the Transatlantic Race to Go-
vern Al-Driven Decision-Making through a Compara-
tive Lens. Osgoode Legal Studies. Research Paper No
4337517. 5. 17; De Petris, P. (2024). Protection Against
the Risks and Abuses of Algorithmic Management in the
European Legal System: The Need for an Integrated Ap-
proach. US-China Law Review. 21, 465-478. s. 470, 471;
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temlerinin kullaniimasindan kaynaklanan ayrim-
cihgin cogu zaman dolayl bicimde ortaya ¢ikmasi
da konuyu daha karmasik bir hukuki sorun haline
getirmektedir. Cinsiyet, engellilik veya etnik kdken
gibi dogrudan ayrimcilik yasaklari kapsaminda-
ki ozellikler, algoritmalarda acikca kullanilmasa
dahi; egitim ge¢misi, ikamet yeri, calisma sirekli-
ligi veya devamsizlik orani gibi dolayli degiskenler
aracihigiyla karar sireclerini etkileyebilmektedir.
Bu durum, goriiniste tarafsiz kriterlere dayali ka-
rarlarin, belirli gruplar Gzerinde sistematik olarak
olumsuz sonuglar dogurmasina yol agmaktadir.
Tlziik, bu nedenle yiiksek riskli sistemler bakimin-
dan veri setlerinin “ilgili, temsil edici, hatalardan ve
ayrimci ényargilardan mimkiin oldugunca arindi-
rilmis” olmasini zorunlu kilmaktadir (ABYZT m. 10).

Avrupa Birligi Yapay Zeka Tizugi'nde, yukari-
da agiklanan olgulardan hareketle, esit davranma
borcunun teknik diizeyde somutlastiriimasi gerek-
tigi yaklagimi kabul edilmistir. Buna gore isveren
artik yalnizca ayrnmailik yapmama yukimlaligu
altinda degildir; ayni zamanda kullandigi yapay
zeka sistemlerinin ayrimci sonuclar dogurmadi-
gini aktif olarak gozetmek ve denetlemekle de
ylUklmlidir. Bu baglamda ayrimcilik, yalnizca
sonug Uzerinden degil; riskin 6ngdrilebilirligi ve
onlenebilirligi zerinden de degerlendirilmelidir.
ABYZT m. 9/2'de temel haklar bakimindan ortaya
cikabilecegi bilinen ve makul surette 6ngoriilebi-
lir risklerin belirlenmesi ve analiz edilmesi geregi,
ayni maddenin 5. fikrasinda ise m. 9/2 kapsamin-
da belirlenen ve degerlendirilen risklerin ortadan
kaldirilmasi veya azaltilmasi yikimliltigu duzen-
lenmistir. Dolayisiyla isverenin, kararin bir algorit-
maya dayandigi savunmasi, Tlzigiin benimsedigi
yaklasim karsisinda hukuken kabul edilebilir de-
gildir. Baska bir sekilde sdylenecek olursa, esitlik

Gliltekin/Kilkis, 2025, s. 157; Celik, 2025, s. 33, 34; Aloisi,
A./Gramano, E. (2019). Artificial Intelligence Is Watching
You at Work: Digital Surveillance, Employee Monitoring
and Regulatory Issues in the EU Context. Comp. Labour
Law & Policy Journal. 41,101-127. 5. 105; Oluwasheyi, M.
(2025). Artificial Intelligence and Employment Law: Ba-
lancing Algorithmic Hiring, Workplace Surveillance, and
Labor Rights. Journal of Advanced Research in Artificial
Intelligence & It's Applications. 03, 1-8. s. 3; Celebi De-
mir, 2025, 5. 226 vd.

artik yalnizca isverenin siibjektif tutumlarina karsi
degil, ayni zamanda algoritmik karar slreclerine
karsi da aktif bir bicimde korunmasi gereken bir
hukuki deger haline gelmistir.

is hukukunda, esit davranma borcu bakimindan
onemli ve tartismali hususlardan biri de ayrimcili-
gin ispatidir®. Clinkii cogu zaman ayrimci davra-
nis ortlla sekilde gerceklesir ve isveren tarafindan
ayrimci davranisa iliskin baska bir gerekce ileri
surdlir. is iliskisinin taraflar arasinda isci aleyhine
mevcut bilgi asimetrisi de dikkate alindiginda ay-
rimcihigin ispatinin glicligl ortadadir?. Bu neden-
le AB mevzuatinda 2000/43/EC ve 2000/78/EC sa-
yili Direktiflerde veya Tiirk calisma mevzuatinda is
Kanunu m. 5/6'da oldugu gibi ispat konusunda isci
lehine istisnalar taninmaktadir. Algoritmik karar
slirecleri de cogu zaman seffaf olmayan, karmasik
ve teknik unsurlar icerdiginden, iscinin ayrimai bir
muameleye maruz kaldigini ortaya koymasi bura-
da da oldukca gictir. Bu durum, ayrimcihdin fiilen
“kanitlanamaz” hale gelmesi riskini dogurmakta-
dir. Tizlk, yapay zeka sistemleri bakimindan kayit
tutma (ABYZT m. 12) ve teknik dokiimantasyon
(ABYZT m. 11) yukimlulikleri 5ngérmek suretiyle,
ayrimcilik riskini azaltmayi veya ortadan kaldirma-
yi hedeflemektedir. Boylece isci veya denetim ma-
kamlari, yapay zeka sistemlerinin aldigi veya daya-
nak oldugu kararin hangi verilere ve hangi mantik
cercevesine dayandigini inceleyebilme imkanina
sahip olmaktadir.

ABYZT m. 14'te dngorilen insan gozetimi yu-
kiimlGltgl de esit davranma borcu ile dogrudan
baglantilidir. Yiksek riskli yapay zeka sistemlerinin
ciktilarinin, anlamh bir insan denetimi olmaksizin
uygulanmasi, ayrimci sonuglarin otomatiklesmesi
anlamina gelmektedir. Bu noktada insan gézetimi,
yalnizca teknik bir kontrol mekanizmasi degil; ayni
zamanda ayrimciigin dnlenmesine yonelik nor-
matif bir glivence islevi gérmektedir. isverenin, ya-
pay zeka sistemlerinin ciktilarini elestirel bicimde

25 Bkz. Tiire, 2024, s. 186 vd.; Ugan Catalkaya/Giizel/Heper,
2023,5.93 vd.
26 Ugan Catalkaya/Giizel/Heper, 2023, s. 96.
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degerlendirmesi ve gerektiginde bu ciktilardan sa-
pabilmesi, esit davranma borcunun dijital cagdaki
goriinimu olarak dustnulebilir.

Son olarak, algoritmik ayrimcilik riski isyerindeki
gui¢ dengesizligi ile birlestiginde daha da derinles-
mektedir. isci, is iliskisi icindeki bagimli konumu
nedeniyle yapay zeka sistemlerinin kararlarina
karsl itiraz etmekte zorlanabilir; hatta bu kararlarin
dayandigi yapay zeka sisteminin varligindan dahi
haberdar olmayabilir?”. Tizigun ¢alisanlarin bilgi-
lendirilmesi ve seffaflik konusunda 6ngordigi yi-
kimliltkler de (m. 13), bir boyutuyla séz konusu
yapisal esitsizligi dengelemeye yoneliktir.

Sonug olarak Avrupa Birligi Yapay Zeka Tlizugu,
esit davranma borcu ve ayrimcilik yasagi konusun-
da, yapay zeka sistemlerinin kendine 6zgi riskle-
rini dikkate alarak, teknik ve kurumsal 6nlemlerle
sorunlara ¢oziim aramaktadir. Isverenin ydnetim
hakkini yapay zeka sistemleri araciligiyla veya des-
tegiyle kullanmasinin ayrimcilik konusunda yara-
tabilecegi muhtemel olumsuz sonuglari dikkate
alan AB Kanun Koyucusu sistemleri daha siki bir
denetime tabi kilmak suretiyle bir savunma refleksi
gostermektedir. Tiziige hakim olan bu yaklasim, is
hukukunun koruyucu fonksiyonunun dijitallesme-
de oldugu gibi yapay zeka alanindaki devrimsel
gelismeler karsisinda da gegerliligini yitirmedigini,
bilakis yeni kurum ve vasitalarla is hukukuna gun-
cellemeler geldigini gostermektedir.

4.2, Seffaflik ve Bilgilendirme
Yiikimlulugii

Yiksek riskli yapay zeka sistemlerine iliskin Tu-
ziikte 6ngorilen temel yukimliliklerden biri sef-
faflik ve bilgilendirme yikimlulagudir (ABYZT m.
13). Seffaflik ilkesi ilk olarak, devletin genis takdir
yetkisi ve tek yanli islem yapabilme giictiniin, key-
filige ve denetimsizlige agik bir alan yaratmasini
engellemek amaciyla idare hukukunda ortaya
cikmistir. idare hukukunda, seffaflik ilkesi idarenin
islem ve eylemlerinin gerekgeli, 6ngorilebilir ve
denetlenebilir olmasi geregini diizenler®. Zaman

27 Ugan Catalkaya/Glizel/Heper, 2023,5.93.
28 Bkz.Boz,S.S./Yurdaer, C./ Eraslan, Y. (2019). Idare Hukuku
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icerisinde 0zel hukukta da uygulama bulmaya
baslayan ilke, cagdas is hukukunda isveren ve isci
arasindaki bilgi asimetrisini giderebilmek adina,
iscinin kendisini ilgilendiren kararlarin dayanakla-
rini bilmesi, bu kararlara karsi hukuki yollari etkin
bicimde kullanabilmesi ve isverenin yonetim hak-
kinin keyfi kullanimina karsi korunmasi bakimin-
dan dnem tasimaktadir®. is iliskilerinde isveren
bakimindan s6z konusu olan seffaflik yikimlli-
§u, klasik anlamda isverenin talimatlarinin, perfor-
mans kriterlerinin ve fesih gerekcelerinin isci acl-
sindan 6ngorilebilir ve anlasilabilir olmasini ifade
eder®® ve giin gectikce daha fazla diizenlemeye
konu edilmektedir. Nitekim AB tarafindan ¢ikarilan
Genel Veri Koruma Tiiziigui, Seffaf ve Ongoriilebilir
Calisma Kosullari Direktifi ve Ucret Seffafligi Direk-
tifi gibi glincel kaynaklara bakildiginda, calisma
iliskileri baglaminda seffaflik kavraminin siklikla
kullanildigi ve bu konuda isveren bakimindan yu-
kiimliliklerin diizenleme konusu yapildigi goril-
mektedir.

Bilgilendirme yukimlGlugu ise, seffafigin bir
adim otesine gecilerek, isverenin isciyi etkileyen
kararlari konusunda aktif olarak agiklama yapma-
sini gerektirir. Nitekim AB hukukunda Seffaf ve
Ongériilebilir Calisma Kosullar Direktifi m. 4'te
veya Turk is hukukunda m. 8/3'te, m. 109/1'de, m.
19/1'de yer alan yazili bilgilendirme ytikimlGlik-
leri temelde yukarida belirtilen amaglara hizmet
etmektedir. iscinin bilgilendirilmesi ayni zamanda,
isverenin koruma ve gozetme borcu cercevesinde
de glindeme gelen, 6rnegin Tirk hukukunda 6331
sayili is Saghgi ve Giivenligi Kanunu'nun 16. mad-
desinde is saghdi ve glivenligi bakimindan acikca
diizenlenerek, somutlasan bir isveren yikimltli-
gudr.

Boyutuyla lyi Yonetisim ilkesi: Iyi idare. Selcuk Universite-
si Hukuk Fakiltesi Dergisi. 27-3, 497-532; Tanniverdi, A. A.
(2023). Idare Hukukunda Gerekge Ilkesi ve Sagladigi Hu-
kuki Koruma. Kirikkale Hukuk Mecmuasl. 3-2, 551-580;
Celik, Z. (2012). Avrupa Birligi Idare Hukukunda $effaflik
Ilkesi ve Tirk Hukukuna Yansimalari. (Yayin No. 319726).
[Yiiksek Lisans Tezi, Istanbul Ticaret Universitesi]. YOK
Ulusal Tez Merkezi.

29 Canak Bozoflu, 2024, s. 105.

30 Tiire, 2024, 5. 196.
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Yapay zeka sistemlerinin isin ve isyerinin yo6-
netiminde giderek daha yaygin bicimde kullanil-
maya baslanmasi karsisinda, Avrupa Birligi Yapay
Zeka Thzugu'nilin, dzellikle yliksek riskli yapay zeka
sistemleri bakimindan diizenleyici normlarin mer-
kezinde yer verdigi seffaflik ve bilgilendirme yi-
kimlulikleri is iligkileri bakimindan da 6zel 6nem
tasimaktadir. Seffaflik ilkesinin yapay zekanin isin
ve isyerinin yonetimi baglamindaki en 6nemli bo-
yutu, iscinin bir yapay zeka sistemiyle etkilesimde
oldugunu bilmesi ve kendisi hakkinda alinan ka-
rarlarin yapay zeka tarafindan desteklendiginin
farkinda olmasidir. Bunun miimkiin olabilmesi
icin ise isin veya isyerinin yonetiminde kullanilan
yapay zeka sisteminin yeterli seffaflikta calisacak
bicimde tasarlanmasi ve gelistirilmesi gerekmek-
tedir. ABYZT m. 13'te saglayici bakimindan 6ngo6-
rilen bu yukimlGluk, ayni zamanda ilgili hikiim
uyarinca, saglayici ve uygulayicilarin Tuziigiin
lclinci bollimiinde diizenlenen yikimliltkleri-
ne uygun tirde ve diizeyde olmalidir. Bu nedenle
ylksek riskli yapay zeka sistemlerine, uygun bir
dijital formatta veya baska bir sekilde, uygulayi-
cilara yonelik talimatlar eslik etmeli, bu talimatlar,
uygulayicilar agisindan ilgili, erisilebilir ve anlasila-
bilir olmali, ayni zamanda 6zIU, eksiksiz, dogru ve
acik bilgiler icermelidir (m. 13/2). Uygulayici olarak
isverenin yapay zeka sistemi konusunda gerekli
bilgilere sahip olmasi iscileri gerektigi sekilde bil-
gilendirebilmesi icin 6nem tasir. Nitekim ABYZT
m. 26/7 uyarinca isyerinde yiiksek riskli bir yapay
zeka sistemini hizmete sunmadan veya kullanma-
dan once, isveren olan uygulayicilar, isci temsilci-
lerini ve etkilenen iscileri, yuksek riskli yapay zeka
sisteminin kullanimina tabi olacaklari konusunda
bilgilendirmelidir. Bu ¢ercevede isverenin, yapay
zeka destekli bir performans degerlendirmesi,
gorev degisikligi veya fesih karari almasi halinde,
bu kararin hangi kriterlere dayandigini ve iscinin
bireysel durumu Uzerinde nasil bir degerlendirme
yapildigini agiklayabilmesi gerekmektedir®'.

is hukuku bakimindan seffaflik ve bilgilendirme
yUkimliltgu, ozellikle ispat hukuku ile yakindan

31 Ugan Gatalkaya/Giizel/Heper, 2023, 5. 94

iliskilidir. Alman hukukunda veya Tiirk hukukunda
oldugu gibi iscilere is glivencesi saglanan mevzu-
atlarda, performans disiikligl, uyumsuzluk veya
verimlilik gibi gerekcelerle yetersizlige dayaln fe-
sihlerde, isverenin fesih nedenini makul ve objek-
tif bir bicimde ortaya koymasi gerekmektedir. S6z
konusu ispat ylk, AB Yapay Zeka Tlizigu m. 13'te
ongorilen seffaflik yikimliliga ile de uyumlu
olup, yuksek riskli yapay zeka sistemlerinin muha-
taplar bakimindan anlasilabilir olmasini ve isvere-
nin s6z konusu ¢iktilara uygun bicimde davranma-
sini zorunlu kilmaktadir. Ayrica belirtmek gerekir
ki, yapay zeka sistemlerinin Grettigi skorlar veya
siniflandirmalar, tek basina m. 13'te dngoriilen yi-
kimluligu karsilamak icin yeterli degildir. Nitekim
diizenlemenin m. 13/1 ve m. 14 hiikiimleri uyarin-
ca, bu tlr giktilar, ancak sistemin isleyis mantigina
iliskin genel aciklamalarla desteklendigi ve insan
gozetimi altinda degerlendirildigi olgtide hukuki
anlam kazanabilir. Bu cercevede, ABYZT m. 14'te
diizenlenen insan gozetimi yukimltligu, algo-
ritmik degerlendirmelerin otomatik ve sorgulana-
maz bicimde fesih gerekcesine dondstirilmesini
engelleyen tamamlayici bir giivence islevi gor-
mektedir®2. Aksi halde, algoritmalara dayanan ka-
rarlar, iscinin feshe karsi korunmasini fiilen islevsiz
hale getirme riski tasimaktadir.

Bilgilendirme ytikiimliiliigi konusunda deginil-
mesi gereken bir husus da yapay zeka sistemleri-
nin isin ve igyerinin yonetiminde kullaniimasinin
toplu is hukuku boyutudur. Yukarida da belirtildigi
Uzere yuksek riskli yapay zeka sistemlerinin isye-
rinde kullanilmaya baslanmasindan 6nce, ABYZT
m. 26/7 uyarinca, isveren olan uygulayicilar, isgi
temsilcilerini ve etkilenen iscileri, ylksek riskli ya-
pay zeka sisteminin kullanimina tabi olacaklari ko-
nusunda bilgilendirmelidir. Ayrica dlzenlemede
bilgilendirmenin, uygun oldugu hallerde, iscilerin
ve temsilcilerinin bilgilendirilmesine iligskin Birlik
ve ulusal hukuk ve uygulamada belirlenen kural-
lar ve usuller uyarinca saglanmasi gerektigine yer
verilmistir. Oniimiizdeki dénemde, isyerlerinde

32 Ugan Catalkaya/Guzel/Heper, 2023, s. 61 vd.; Canak Bo-
zoflu, 2024, 5. 53 vd,; Tiire, 2024, 5. 177 vd.
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ylksek riskli yapay zeka sistemleri kullanilmasina
iscilerin veya sendikalarin itiraz ederek, idari veya
yargisal denetim taleplerinden kaynaklanan uyus-
mazliklarin glindeme gelmesi kuvvetle muhtemel
goziikmektedir.

4.3. insan Gozetimi Saglama
Yiikimlulugii

Avrupa Birligi Yapay Zeka Tuzugu'nln, hukuki
bakimdan en 6zgiin yonlerinden biri, insan mer-
kezli bir hukuki yaklasim cercevesinde, ytksek risk-
li yapay zeka sistemleri icin insan gdzetimi (human
oversight) mekanizmasini normatif bir zorunluluk
olarak getirmesidir. Tiiziigiin “insan Gézetimi” bas-
likli 14. maddesinde yer verilen bu ilke, yapay zeka
sistemlerinin kullanim émri boyunca gercek kisi-
ler tarafindan denetlenmesini, yonlendirilmesini
ve gerektiginde miidahale edilmesini dngdren bir
cerceve sunmaktadir. Ozellikle is hukuku gibi taraf-
lar arasindaki sosyo-ekonomik esitsizligin belirgin
oldugu alanlarda insan gdzetimi, algoritmik streg-
lerin mekanik sonuclarinin yerine, kararin gercek
bir iradeye dayanmasi bakimindan énem tasir®,

insan gdzetimi ilkesi, Tuziigin sistematigin-
de iki asamali bir sorumluluk rejimi Uzerine insa
edilmistir. ilk asama, sistemin saglayicisi tarafin-
dan tasarim asamasinda kurulan teknik altyapidir.
Saglayicilar, sistemin uygulayici tarafindan denet-
lenebilmesini mimkiin kilacak teknik dokiiman-
tasyon ve gerekli bilgileri sisteme entegre etmekle
yikimlidar (ABYZT m. 14/3). ikinci asama ise sis-
temin isleyisi sirasinda uygulayiciya yiiklenen ope-
rasyonel gozetim 6devidir. Bu kapsamda isveren,
sistemi denetlemekle gorevlendirdigi personelin,
sistemin Uretebilecegi olasi hatalari ve “otomasyon
onyargisl” (automation bias) olarak tanimlanan,
teknolojik ¢iktilara sorgusuz itimat etme egilimini
fark edebilecek yetkinlikte olmasini saglamak zo-
rundadir (ABYZT m. 14/4).

Yukarida deginilen diizenlemelerden anlasildigi
uzere Tizluge hakim olan kavrayis, hukuki agidan
irade beyaninin yalnizca gercek veya tiizel kisilere

33 Mullensiefen, 2025, s. 58.
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(temsilcileri aracihgiyla) taninmis bir yetki oldu-
gu ve yapay zeka ciktisinin, tek basina bir hukuki
sonu¢ dogurma kapasitesine sahip olmadigidir.
ABYZT m. 14 cercevesinde, yapay zeka sistemleri-
nin ciktilart bir insanin bu ¢iktiyi benimseyip isleme
koymasiyla karar niteligi kazanmaktadir. Dolayisiy-
la, algoritmik bir analizin sonucu olarak gercekles-
tirilen fesih, terfi veya gorev degisikligi islemle-
rinde sorumluluk, teknolojiye degil, o teknolojiyi
gozetim altinda tutmakla ylkimli olan isverene
aittir®. isverenin, kararin yapay zeka sistemleri ta-
rafindan Uretildigi savunmasi, Tiziiglin normlari
karsisinda gecerli bir mazeret teskil etmemekte;
aksine gozetim ylkimliliginin ihlal edildigine
dair bir karine olusturmaktadir.

Netice itibariyle Tiizlikte insan gozetimine iliskin
diizenlemeler yoluyla, teknolojinin hizi ile hakka-
niyet arayisi arasindaki denge tesis edilmeye ca-
hisilmistir. AB Genel Veri Koruma Tiiziigli (GDPR)
m. 22 ile de uyumlu olan bu yaklagim, bireylerin
tamamen otomatiklestirilmis islemlere tabi tutul-
mama hakkini glivence altina almaktadir. Yapay
zekanin isin ve isyerinin yonetimi slreglerine dahil
edilmesi, isverenin yonetim hakkini teknik olarak
guclendirse de diiriistliik kurali ve 6zen borcu kap-
samindaki sorumlulugunu yogunlastirdigi soyle-
nebilir. Hukuki sorumlulugun tasinmasi konusun-
da saglayici ve uygulayici arasindaki teknik isbirligi
zorunlulugundan dogan birtakim isciyi koruyucu
diizenlemeler s6z konusu olsa da isci karsisindaki
nihai muhatap ve yapay zeka sistemlerinden doga-
cak risklere karsi isciyi korumasi gerekenin isvereni
oldugu, Tuztgin is hukukunun temel varsayimlari-
na uygun temel anlayisidir.

5. Avrupa Birligi Veri Koruma
Mevzuati ile Kesisim

Yapay zeka sistemlerinin isin ve isyerinin yone-
timinde kullanimi, kaginilmaz olarak yogun kisisel
veri isleme faaliyetlerini de icermektedir®. Bu ne-
denle AB Yapay Zeka Tiizigu ile Genel Veri Koru-

34 Ayniyénde Ugan Catalkaya/Giizel/Heper, 2023, s. 85.
35 Tiire, 2024, 5. 191, 195.
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ma Tiz{gu arasinda siki bir bag bulunmaktadir.
Ozellikle GDPR m. 22'de diizenlenen, bireylerin
yalnizca otomatik islemeye dayall kararlara tabi
tutulmama hakki, is iliskileri baglaminda 6zel bir
onem tasir.

iscinin performansinin degerlendirilmesi, ter-
fi edilip edilmeyecegi veya is s6zlesmesinin sona
erdirilip erdirilmeyecegdi gibi kararlarin yalnizca
otomatik sistemler tarafindan alinmasi, GDPR m.
22 kapsaminda ciddi hukuki sorunlar dogurabil-
mektedir. Bu nedenle, Tiziikte éngdriilen insan
gozetimi ve seffaflik yikimlulikleri, veri koruma
hukukunun is iliskileri baglamindaki tamamlayic
unsurlari olarak da degerlendirilmelidir.

Yukarida aciklanan cercevede isveren, yapay
zeka sistemlerini kullanirken yalnizca Tuzige de-
gil, ayni zamanda kisisel verilerin islenmesine
iliskin genel ilkelere de uygun hareket etmekle
ylkimludar. Aksi halde, yapay zeka destekli yo-
netim uygulamalari, isveren agisindan birden fazla
hukuki kaynaktan dogan ¢ok katmanli bir hukuki
sorumluluk rejimini beraberinde getirecektir.

6. Uygulama, Denetim ve

Yaptirimlar

Avrupa Birligi Yapay Zeka Tuziigu cercevesinde
kurgulanan uygulama, denetim ve yaptirim rejimi,
Tazugun kagit uzerinde kalmamasini saglamayi
amaclamaktadir. Bu cercevede Tiziik ile, ulusal
dizeyde ve Birlik diizeyinde otoritelerin esgu-
diumli calismasi dngoriliirken; ihlallere karsi mali
yaptinmlarin caydincihigr giiclendirilmistir. isin ve
isyerinin yonetiminde kullanilan yiiksek riskli ya-
pay zeka sistemleri s6z konusu oldugunda, Tuiziik
ile getirilen denetim mekanizmasi sadece teknik
bir uygunlugu degil, ayni zamanda temel haklarin
ve is hukuku ilkelerinin korunup korunmadigini da
siki bir takibe almaktadir.

Tlzugun uygulama ve denetim mimarisi, Avru-
pa diizeyinde merkezi bir koordinasyon ve ulusal
diizeyde yerel denetim birimlerinden olusan hibrit
bir model lzerine insa edilmistir. Birlik diizeyinde
ihdas edilen Avrupa Yapay Zeka Ofisi (Al Office),

Ozellikle genel amacli yapay zekd modellerinin
denetlenmesi, teknik standartlarin gelistirilmesi
ve Uye devletler arasindaki uygulama birliginin
saglanmasiyla gorevlendirilmistir (ABYZT m. 64).
Ulusal diizeyde ise liye devletler, tiziigin uygu-
lanmasini denetlemek lizere ulusal denetim ma-
kamlari belirlemekle yikimliduir (ABYZT m. 70).
Yapay zeka sistemlerinin isyerlerinde uygulanma-
si baglaminda denetim siireci, Tuzik ile kurulan
denetim makamlari tarafindan, veri koruma oto-
riteleri ve is teftis kurumlariyla isbirligi icinde yu-
ritllecektir. Denetim makamlari; sistemlerin tek-
nik dokiimantasyonuna erisme, yerinde inceleme
yapma ve sistemin riskli gorilmesi durumunda
piyasadan cekilmesine veya kullaniminin durdu-
rulmasina karar verme gibi genis yetkilerle dona-
tilmistir (ABYZT m. 77).

Tlzikte 6ngorilen yaptinim rejiminde caydi-
ncligin amaglandigi, yaptirimlarin agirigindan
acikca anlasiimaktadir. Tuzik, ihlalleri kategorize
ederek kademeli ve orantili para cezalar 6ngor-
mustlr. En agir yaptirim kategorisi olan yasaklan-
mis yapay zeka uygulamalarina iliskin hiikiimlerin
ihlali durumunda (6rnegin isyerinde duygu tanima
sistemlerinin kullanimi), ilgili kurulusa 35 milyon
Avro'ya veya kiiresel cirosunun %7’sine kadar ula-
sabilen (hangisi daha ylksekse) (ABYZT m. 99/3)
idari para cezalari verilebilmektedir. Yiiksek riskli
sistemlere iliskin ylkimliliklerin (6rnegdin; veri
yonetisimi, seffaflik veya insan gozetimi ihlalleri)
yerine getirilmemesi halinde ise 15 milyon Avro
veya cironun %3'U oraninda cezalar s6z konusu ol-
maktadir (ABYZT m. 99/4). Yanlis veya yaniltici bilgi
sunulmasi durumunda dahi agir mali mieyyideler
(7,5 milyon Avro veya cironun %1'i) 6ngorilmis-
tur (ABYZT m. 99/4). Bu cezalarin belirlenmesinde
ihlalin dogas, stiresi, calisanlar tizerindeki etkisi ve
isletmenin buylklugu gibi kriterler dikkate alin-
maktadir (ABYZT m. 99/7).

Sorumluluk ve denetim siireci, sadece idari
cezalarla sinirl kalmayip, bireysel hak arama me-
kanizmalarini da icermektedir. ABYZT m. 85 uya-
rinca, Tizugun ihlal edildigi iddiasi ile gerekgeleri
olan her tiirli gercek veya tiizel kisi, ilgili denetim
makamina sikayette bulunabilir. Ayrica m. 86'ya
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gore, Ek lllI'te listelenen yliksek riskli bir yapay zeka
sisteminin ciktisina dayali olarak alinan ve huku-
ki sonuglar doguran veya etkilenen kisiyi saglg,
guvenligi veya temel haklari izerinde olumsuz bir
etki yarattigini disiindiirecek sekilde 6nemli 6l-
clde etkileyen bir karara maruz kalan kisi; yapay
zeka sisteminin karar alma prosediriindeki roli ve
alinan kararin temel unsurlar hakkinda uygulayici-
dan acik ve makul aciklamalar talep etme hakkina
sahiptir®. is hukukundaki ispat yiikii kurallari ile
birlikte dustiniildigiinde, iscinin isverenden siste-
min isleyisine dair somut veri ve belge talep edile-
bilmesi, is iliskisinde is¢i aleyhine olan bilgi asimet-
risini azaltmaya da hizmet etmektedir.

Sonuc ve Tiirk is Hukuku
Bakimindan Genel

Degerlendirme

Avrupa Birligi Yapay Zeka Tlizugu, isin ve isyeri-
nin yoénetiminde yapay zeka kullanimi konusunda
insan odakli bir hukuki cerceve cizmektedir. Tliziik-
te risk temelli bir yaklasim benimsenirken, 6zellikle
ise alim, performans degerlendirmesi ve fesih gibi
stireclerde kullanilan yapay zeka sistemleri “yliksek
riskli” olarak siniflandiriimaktadir. is iliskisinde isve-
ren tarafindan yapay zeka sistemlerinin kullanimi-
nin yuksek riskli olarak siniflandiriimasinin ardinda,
teknolojik verimlilik ehine iscinin temel kisilik hak-
larinin ihlal edilmesi ihtimali yatmaktadir. Tuziik,
isverenin yonetim hakkini kullanirken yapay zeka
sistemlerine bagvurmasi olasiligini bitiiniyle orta-
dan kaldirmamakta, ancak ydnetim hakkinin dene-
timsiz ve sorumluluktan arindirilmis algoritmik ka-
rarlara donlsmesini engellemeyi esas almaktadir.
Tlziikte isveren bakimindan ongoriilen seffaflik,
bilgilendirme, insan gozetimi ve kayit tutma gibi
yukumliltkler ile isci algoritmik stireglerin pasif bir
nesnesi olmaktan ¢ikarilmakta; karar siiregleri lize-
rinde denetim ve itiraz imkanina sahip aktif bir hak
6znesi héline getirilmektedir’. Bdylece 6rnegin,
ayrimcilik risklerine karsi iscinin pozisyonu tekno-

36 Ocak, 2025, s. 160.
37 Karadeniz, 2025, 5. 348, 349.
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lojik diizlemde gliclendirilmektedir.

Avrupa Birligi Yapay Zeka TiizligU, her ne kadar
dogrudan Tirk hukukunun bir parcasi olmasa da
Avrupa Birligi miiktesebatina uyum siireci, ticari
iliskilerin kurresel niteligi ve “Briiksel Etkisi"*® olarak
adlandirilan regdilatif yayilma glicii nedeniyle Tiirk
is hukuku doktrini ve uygulamasi bakimindan te-
mel bir referans kaynagi niteligindedir. Tiirk mev-
zuatinin mevcut yapisi, dijitallesen is iliskilerinden
ve yapay zeka sistemlerinin devreye girdigi yone-
tim modellerinden dogan hukuki uyusmazliklara
cevap verebilmekten heniliz uzaktir. Bahsedilen
alanlarda dogan uyusmazliklar Turk Bor¢lar Kanu-
nu, s Kanunu ve Kisisel Verilerin Korunmasi Kanu-
nu icerisinde yer alan genel ilkeler cercevesinde
¢Oziilmeye calisilmaktadir®.

Turk is hukuku bakimindan, yapay zeka sistem-
lerinin isin ve isyerinin yonetiminde kullaniimasi-
na dair Tizgln en dikkatle incelenmesi gereken
noktasl, isverenin yonetim hakkinin sinirlandiril-
masi meselesidir. TBK m. 399 uyarinca isverenin sa-
hip oldugu talimat verme yetkisi, dtristlik kural
ve Olcililik ilkesi ile sinirlandinlmistir. Tizigin
ylksek riskli sistemler icin 6ngordiigi seffaflik, bil-
gilendirme ve insan gozetimi yikimlulikleri, Turk
hukukundaki diristlik kuralinin dijital diinyada-
ki somut yansimalari olarak degerlendirilmelidir.
isverenin yonetim hakkini yapay zeka sistemleri
araciigiyla kullanmasi, bu hakkin kapsamini ge-
nisletmemekte; aksine, algoritmik kararlarin isci

38 Bkz. Almada, M./Radu A. (2024). The Brussels Side-Effect:
How the Al Act Can Reduce the Global Reach of EU Po-
licy. German Law Journal. 25, 646-663; Wachter, 2024, s.
676. Aloisi/ De Stefano, 2023, s. 16; Smuha/Yeung, 2025,
5.228.

39 Atalan, 2024, s. 94 vd,; Erdogan, B. (2024). Algoritmayla
Yonetim Sistemlerinde iscinin Korunmasl. (Yayin No.
903131) [Yiiksek Lisans Tezi, Bilgi Universitesi]. YOK Ulu-
sal Tez Merkezi. s. 46 vd,; Celik, 2025, 5. 97 vd.; Ozcan, M.
M. (2025). isi Performansmm Yapay Zeka Destekll Sis-
temlerle Dijital Olarak izlenmesi ve Kisisel Verilerin Ko-
runmasl. (Yayin No. 980679) [Yiiksek Lisans Tezi, Ankara
Yildinm Beyazit Universitesi]. YOK Ulusal Tez Merkezi;
Kartdz, M. 0. (2020). Seffaflik ve Hesap Verilebilirlik AcI-
sindan Kisisel Verilerin Korunmasi ve Yapay Zeka. (Yayin
No. 628176). [Yiiksek Lisans Tezi, Istanbul Universitesi].
YOK Ulusal Tez Merkezi.



Avrupa Birligi Yapay Zeka Tiizigii Cercevesinde Isin ve Isyerinin Yonetiminde

Yapay Zeka Sistemleri Kullanimi

acisindan ongoriilebilir ve denetlenebilir olma-
si zorunlulugunu beraberinde getirmektedir. Bu
baglamda, Tlzik standartlarina uygun olmayan
bir yapay zeka kullanimi, Tiirk hukuku bakimindan
yonetim hakkinin kotlye kullaniimasi ve talimatin
hukuka aykirhgi sonucunu dogurabilecektir.

Esit davranma borcu ve ayrimcilik yasagi bag-
laminda, is Kanunu m. 5'te yer alan diizenlemeler,
Avrupa Birligi Yapay Zeka Tizugu'niin ayrimciligin
onlenmesine yonelik temel kurallariyla paralellik
arz etmektedir. Yapay zeka sistemlerinin ge¢mis
verilerdeki onyargilari kullanarak ayrimciliga yol
acmasi riski, Tirk hukukunda da isverenler baki-
mindan mevcuttur. Tiiziikte isverenin esit davran-
ma borcu, pasif bir kacinma 6devinden ziyade,
kullanilan teknolojik araglarin ayrimci sonuglar
dogurmadigini aktif olarak denetleme yikimlGlu-
gunu de kapsayacak sekilde genislemektedir.

Kisisel verilerin korunmasi noktasinda, Tiirk hu-
kukundaki dlzenlemeler ile Avrupa Birligi'ndeki
GDPR hiikiimleri ve Tlziikte kabul edilen esaslar
arasinda bir paralellik mevcuttur. Tizigln isyerin-
de kabul edilemez risk olarak tanimlayip yasakla-
digr duygu tanima sistemleri gibi uygulamalarin,
Tirk hukukunda da “kisilik haklarinin ihlali” ve
“hakkin kotlye kullanilmasi” cercevesinde hukuka
aykiri kabul edilmesi kaginilmazdir.

Sonug olarak, Avrupa Birligi Yapay Zeka Tizu-
gu, Turk is hukuku icin yapay zeka Ust baghgr al-
tinda gerceklesen teknolojik dontsimiin hukuki
zemininin dogru olusturulmasi adina dnemli ve
degerli bir yol haritasi sunmaktadir. Yapay zeka
sistemlerinin halihazirda tGlkemizde de isin ve isye-
rinin yonetiminde kullanilmaya basladigi bilinen
bir gercektir ve bu kullanimlardan dogan hukuki
uyusmazliklarin yakin zamanda yargr makamlari-
nin oniline tasinmasi kaginilmaz goriinmektedir.
Bu durum g6z 6niine alindiginda Tiirk hukukunun
durustlik kurali, kisilik haklarinin korunmasi ve
esitlik ilkesi gibi genel ilkeleri, TlzlUgln getirdigi
seffaflik, bilgilendirme, insan gdzetimi gibi 6zel
yUklmliltklerle tahkim edilmek ve somutlastiril-
mak zorundadir. Kusku yoktur ki; Turk is yargisi ve
doktrini, yapay zeka sistemlerinin isin ve isyerinin

yonetiminde kullaniimasindan dogacak uyusmaz-
liklara, Tlzikte 6ngoriilen insan merkezli yakla-
simla paralel coziimler Giretecektir, fakat reaktif ¢o-
ziimlerin yaninda, ge¢miste is saghgi ve giivenligi
alaninda oldugu gibi, kanun koyucunun konuyu
proaktif bir yaklasimla ele alarak, zararlari daha
olusmadan engelleyecek, bireylerin kisilik hakla-
r ihlal edilmeden 6nce harekete gececek, gliclu
Onleme ve denetim mekanizmalari olusturmasi
elzemdir. Clinkl, heniiz muhtemelen baslarinda
oldugumuz yapay zeka ¢aginda da is hukuku daha
onceki donemlerde oldugu gibi, yeni gelismeleri
dislayan dedgil, onu insan onuru ve adalet stizge-
cinden gecirerek ehlilestiren bir disiplin olmak zo-
rundadir. Yapay zeka sistemleri ne kadar gelisirse
gelissin, is hukukunun koruyucu karakteri ve insan
odakli yapisi, diinyada ve llkemizde calisma haya-
tindaki dontisimin ahlaki pusulasi olmaya devam
etmelidir.
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